Dati in input due termini, il task di conceptual similarity consiste nel fornire uno score di similarità che ne indichi la vicinanza semantica. Per esempio, la similarità fra i concetti *car* e *bus* potrebbe essere 0.8 in una scala [0,1], in cui 0 significa che i sensi sono completamente dissimili, mentre 1 significa identità.

Per risolvere il task di conceptual similarity è possibile sfruttare la struttura ad albero di WordNet.

L’input per questa esercitazione è costituito da coppie di termini contenute nel file *WordSim353.* Il file contiene 353 coppie di termini. A ciascuna coppia è attribuito un valore numerico [0,10], che rappresenta la similarità fra gli elementi della coppia.

L'esercitazione consiste nell'implementare tre misure di similarità basate su WordNet :

## - Wu & Palmer

Questa metrica si basa sulla struttura di WordNet e la similarità tra due synset si calcola come

Dove 𝐿𝐶𝑆 è il più basso antenato comune (Lowest Common Subsumer) fra i synset 𝑠1 e 𝑠2 e 𝑑𝑒𝑝𝑡ℎ(𝑥) è la funzione che misura la distanza fra la radice di WordNet e il synset 𝑥.

## - Shortest Path

Dove *DepthMax* è la profondità massima di WordNet (valore fisso) e 𝑙𝑒𝑛(𝑠1, 𝑠2)è la lunghezza del percorso più breve che collega i due synset 𝑠1 e 𝑠2.

La similarità tra i due sensi 𝑠1 e 𝑠2 è funzione della lunghezza del percorso più breve che collega i due synset:

o Se 𝑙𝑒𝑛(𝑠1, 𝑠2) = 0 allora il valore di similarità assume è massimo, ovvero 2 ∙ 𝑑𝑒𝑝𝑡ℎ𝑀𝑎𝑥;

o Se 𝑙𝑒𝑛(𝑠1, 𝑠2) = 2 ∙ 𝑑𝑒𝑝𝑡ℎ𝑀𝑎𝑥 allora la similarità è minima e quindi uguale a 0

* **Leakcock and Chodorow**

Quando 𝑠1 e 𝑠2 hanno lo stesso senso, 𝑙𝑒𝑛(𝑠1, 𝑠2) = 0, quindi per evitare log(0) si aggiunge 1 sia al numeratore che al denominatore. Quindi il valore di similarità è compreso nell’intervallo

[0, log(2 ∙ d𝑒𝑝𝑡ℎ𝑀𝑎𝑥 + 1) ]

Attenzione: l’input è costituito da coppie di termini, mentre la formula utilizza sensi.

Per calcolare la similarità fra due termini immaginiamo di prendere la massima similarity fra tutti i sensi del primo termine e tutti i sensi del secondo termine.

Quindi i due termini funzionano come contesto di disambiguazione l’uno per l’altro. Nella formula *c* sono i concetti che appartengono ai synset associati ai termini w1 e w2.La massima similarità tra due termini si calcola come:

Per ciascuna delle misure di similarità ricavate, si calcolano gli indici di correlazione di Spearman e gli indici di correlazione di Pearson le suddette misure e quelle *target* presenti nel file annotato.

* *Indice di correlazione di Pearson*
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dove ![Studenti/matematica](data:image/png;base64,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) indica la covarianza di ![Studenti/matematica](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC4AAAAsCAQAAACweEK3AAAAAW9yTlQBz6J3mgAAARRJREFUSMft1r0RhCAQBeDXARmhIampMbm5DVwFlLBF0AcN7gWChz+nDiwX3LhE6viNg48F4KmnflcDuBWtERBa4QSGa0OP4Fa4AbfDQ8QnedpFmmFbBDC0wTUYPv5OcZzA0LARN5L0BMaQzXonG0C3+qViuMqWe8K1ZADTHPuIC5UFY1yuWBLXYFB2LYr7zfzOtJcMYKpOrm2ZHSOGq4P9Rgyng0WeuvkoGcD8bnXb6pbIHQ9bG8BG+GsTwPWTqrbVn6Shsieq0wNPJU6nuwxFXJUeeM4yXNG2zKYDCuIa4XKHmelQNtv21tJyJfTVdw8RpxL6Cv+sW3031332En1NsFk+YJ71/u5Zez3oa0b2Q+GP6g3OXdxEbiyL6AAAAABJRU5ErkJggg==) e ![Studenti/matematica](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC0AAAAsCAQAAABbT/m0AAAAAW9yTlQBz6J3mgAAAUNJREFUSMftV7GRxCAM3A4uU+iQlPRicnIaoAJKoAj3QYP+4DHHDRgOycH/zMmZNSzSelkZ4Bvf+KORcFw+CQEWSgK/wRe4AMpvCTq/TzAS+BP62Wz721eUQ1OTUTnDBH/k5Xs3G3NWc6B1Xuy6WSup2+XFfTWYQpdAgrgbmorw+uH5hJxVmUlPDHXHS+HVGye+ptOQLJb0RsLbChlaIjzdHCPX+ApTeBEBHgYGBq7w77FxvYMGlqohClOqQ2WmJxVWAh0vmY7ZsEjmeAceneyeiSGJ4+2M7CT8hFOBqtPQTF9bh/VxOzNLtp3aRni3QceLKS6GHgvvva9wp/De+7I84bkP+lo8NMdEeKhMdSnU9AMRt+ZZRcQ/iWkovNfgWrZVM2zWlmGgVo+3q2aJqgZUPQT21b+OOLgDnPcAD8O1//8QP7z5Kd98rfBeAAAAAElFTkSuQmCC). ![Studenti/matematica](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEYAAAAnCAQAAAAYj/bwAAAAAW9yTlQBz6J3mgAAAYhJREFUWMPtmDGShCAQRf8NyCYkNDU1JjfnAp6AI3AI7uEFe4IFtnRs6ekpnNotm0xUnvTv38wAd9zx78NighOOjjFiAYEQkUCCkfrtRwIhYKhXXBPG90GZQSCMu6tTA2bogRIOUQDkdK2wh6MbynQ4V1L1uKZ2PAiEwMwOGcZdgVIWs6ys6RRWVhokuzHlUkZHmCSDGfNSU0eYRepHsSnPArOobdTLPsVUv2jvnU7ABhFWBlMWik0zJKWnRFgpjBPoIWbT08RPIxXCLAIYfQ965B23sudDUw+lNxlVikwVg5PD+IYLacTrq1042RvmRpqmprx5X182yhTAlCRw8lxBWBUt0mxMTgjz6zOWqaNV1a3D5n1Oeu7xbKK8GsVhflGm0KXKWXfcFSUhqlAeLxp7A8bU/hQwYoBDACGdtE5Zt9sO+472fd2hCP/ByXY++IigbiYfHtQCU5NfiMQ2lMsjMOn9AozfFfTWyy5G4Zrp0PNH8NFykW2n9mSuQ/B/Aww7rwm44y/GEwj+EAm7dJ7aAAAAAElFTkSuQmCC) ed ![Studenti/matematica](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEQAAAAnCAQAAAAceibNAAAAAW9yTlQBz6J3mgAAAalJREFUWMPtV7GRhDAM3A7ICB06JXVM7pwGqEAluAj34Qb1wYHn4GQs3wPz84OcGTCLVrsSwBNP/KswcBiV66IYMIPBCIhgxYrX5CGCQbB5Z6wCmc6H4cFgDLtdVwFiz4ZBIgwAC0UJRlyXwHDitZWe/nqNTGAwqHDVLkDGq2GsLzLFEuZDoKdFXOSKXwORNJZABco/fIMP6qM9Iy+V+benPRKSKINNhGoprkBmZYY/T+uRDqgHAHQ5hfWcjWogSTwjaIgJVaNjpWcMotuaysfm8qIqeanBCoaCMg9iVgBp6ylJfOFUqzGq8r/2mk7ZNiWahzq1VP3e2FSoXrjXFbuYUIh0mI/QZI59VqSBRwQj1nu0y/5XZjyp210nOqtpe9QU9JIauq7bkGwwLvnotXKTyZkaYbyAW/GUTsvrvpx6BDBC4wwiewVpxd/lfkMYYDGCwIi6nrkTKRX21SO2xZQzEzB9NYnOhR5etfezIxVszzQ0iJPmvFj0qvk+IH4zDu0zZe8DEg+8iO4lJhX+HMOdMBIY9OY6Bm4xBX8XiNIvacDc7ERP/I34ATDOMqK9FtkOAAAAAElFTkSuQmCC) indicano, rispettivamente, la deviazione standard campionaria di ![Studenti/matematica](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC4AAAAsCAQAAACweEK3AAAAAW9yTlQBz6J3mgAAARRJREFUSMft1r0RhCAQBeDXARmhIampMbm5DVwFlLBF0AcN7gWChz+nDiwX3LhE6viNg48F4KmnflcDuBWtERBa4QSGa0OP4Fa4AbfDQ8QnedpFmmFbBDC0wTUYPv5OcZzA0LARN5L0BMaQzXonG0C3+qViuMqWe8K1ZADTHPuIC5UFY1yuWBLXYFB2LYr7zfzOtJcMYKpOrm2ZHSOGq4P9Rgyng0WeuvkoGcD8bnXb6pbIHQ9bG8BG+GsTwPWTqrbVn6Shsieq0wNPJU6nuwxFXJUeeM4yXNG2zKYDCuIa4XKHmelQNtv21tJyJfTVdw8RpxL6Cv+sW3031332En1NsFk+YJ71/u5Zez3oa0b2Q+GP6g3OXdxEbiyL6AAAAABJRU5ErkJggg==) e ![Studenti/matematica](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC0AAAAsCAQAAABbT/m0AAAAAW9yTlQBz6J3mgAAAUNJREFUSMftV7GRxCAM3A4uU+iQlPRicnIaoAJKoAj3QYP+4DHHDRgOycH/zMmZNSzSelkZ4Bvf+KORcFw+CQEWSgK/wRe4AMpvCTq/TzAS+BP62Wz721eUQ1OTUTnDBH/k5Xs3G3NWc6B1Xuy6WSup2+XFfTWYQpdAgrgbmorw+uH5hJxVmUlPDHXHS+HVGye+ptOQLJb0RsLbChlaIjzdHCPX+ApTeBEBHgYGBq7w77FxvYMGlqohClOqQ2WmJxVWAh0vmY7ZsEjmeAceneyeiSGJ4+2M7CT8hFOBqtPQTF9bh/VxOzNLtp3aRni3QceLKS6GHgvvva9wp/De+7I84bkP+lo8NMdEeKhMdSnU9AMRt+ZZRcQ/iWkovNfgWrZVM2zWlmGgVo+3q2aJqgZUPQT21b+OOLgDnPcAD8O1//8QP7z5Kd98rfBeAAAAAElFTkSuQmCC).

* *Indice di correlazione di Spearman*

L'indice di correlazione R per ranghi di Spearman è una misura [statistica non parametrica](https://it.wikipedia.org/wiki/Statistica_non_parametrica) di [correlazione](https://it.wikipedia.org/wiki/Correlazione_(statistica)). Essa misura il grado di relazione tra due variabili e l'unica ipotesi richiesta è che siano ordinabili, e, se possibile, continue.

A livello pratico il coefficiente ρ è semplicemente un caso particolare del [coefficiente di correlazione di Pearson](https://it.wikipedia.org/wiki/Indice_di_correlazione_di_Pearson) dove i valori vengono convertiti in ranghi prima di calcolare il coefficiente.

* 1. **Svolgimento**

Dopo aver creato le liste wup\_distance, sp\_distance e lc\_distance, che conterranno i risultati, per ogni coppia di parole di parole presenti nel file annotato, si determinano i synset associati ad entrambi i termini tramite la funzione NLTK wn.synsets(word). I synset vengono poi utilizzati per calcolare tre score di similarità tra le parole, uno per ogni metrica. I vari score vengono via via aggiunti alle liste precedentemente create.

Per poter utilizzare le formule relative alle tre metriche da calcolare è stato necessario implementare dei metodi particolari e calcolare quindi gli elementi *LCS* e *len(s1, s2):*

* commonHypernyms()
* getLowestCommonHypernym()
* minimumDistanceImproved()

La funzione commonHypernyms() permette di determinare la lista degli iperonimi comuni ai due synset in input. Inizialmente vengono calcolati tutti gli iperonimi dei due synset, tramite il metodo implementato in NLTK synset.hypernym\_paths(). Le liste di iperonimi vengono intersecate per otttenere gli iperonimi in comune.

La funzione getLowestCommonHypernym() determina, in seguito, l’antenato comune che è più vicino ai synset in input (quello più lontano dal root), ricavato utilizzando la funzione maxDepth(listOfHypernyms), sulla lista di iperonimi precedentemente trovata tramite il metodo commonHypernyms().

La funzione minimumDistanceImproved()calcola la lunghezza del percorso più breve che collega due synset. È pensata sul modello del BFS algorithm, infatti viene utilizzato un loop che va a percorrere l’albero a partire dai due synset in input, fino alla radice, attraverso la funzione di NLTK hypernyms(synset) (che restituisce gli iperonimi ,quasi sempre 1, del synset) finchè non sono uguali, aggiornando di volta in volta il valore distance. Nel caso in cui siano uguali distance è uguale a 0, nel caso peggiore è uguale all’altezza dell’albero dalla radice fino al nodo da cui siamo partiti. Il calcolo della metrica viene effettuato calcolando prima tutte le distanze tra i vari sensi delle due parole in input, che vengono salvate in una lista e poi cercando il minimo valore che verrà usato nella formula (*len(s1,s2)).*

Il valore della profondità massima di WordNet, necessaria per il calcolo della similarità con Shortest Path e Leakcock & Chodorow, corrisponde a 20 e viene calcolata come:

max(max(len(hyp\_path) for hyp\_path in ss.hypernym\_paths()) for ss in wn.all\_synsets())

Dopo aver calcolato la similarità tra i termini è necessario calcolare la correlazione tra le similarità calcolate e quelle target (presenti nel file in input *WordSim353.csv*). Siccome le similarità target e quelle relative alle metriche Shortest Path e Leakcock & Chodorow hanno un range di valori diverso vengono normalizzate.

Gli indici di correlazione vengono calcolate tramite il coefficiente di Pearson e quello di Spearman e il risultato è il seguente:

*Correlazione tra valori di similarità calcolati e quelli target*

|  |  |  |
| --- | --- | --- |
| **Similarity metric** | **Spearman index** | **Pearson index** |
| Wu & Palmer | 0.291 | 0.322 |
| Shortest Path | 0.136 | 0.206 |
| Leakcock & Chodorow | 0.233 | 0.206 |